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ABSTRACT

"optimum interpolation

The design of a statistical
analysis system for multivariate analysis of temperature
and wind fields is described. The scheme uses three—
dimensional correlation functions; defined as products
of quasi-horizontal and vertical correlations. A
numerical prediction is used to provide background
fields, and corrections to them are obtained using
optimum interpolation. Obsefvations are assigned rms
error levels, and for some observational types the
errors are assumed to be vertically or laterally cor-
related. A procedure for using oceanic surface data in
the upper-air analysis is included.

Some special design features, including data selection
and error-checking procedures, are discussed. The
mechanics of the analysis system are illustrated with a
step-by-step example analysis. Several experimental
analyses are compared in order to illustrate sensitivity
of the analysis scheme to changes in‘design features and

governing parameters.



1. Introduction

In an era when the meteorologieal observing network is composed of
a numbef of different observing systems, each with its own
_quality characteristics, it is desirable to use a method of data
analysis which accounts for these differences in a logical and syste~
matic manner., An analysis method which accomplishes this goal and has

other desirable properties is that of optimum interpolation.

First developed comprehensively by L, S. Gandin (1963), optimum
interpolation is an analysis scheme which estimates the value of a
meteorological field at any desired set of locations from a "guess"

. value at each location and the observations in the vicinity of each
location. Normally, the set of locations comprises a regular grid net-
work, and the guess values are provided by a forecast, climatology, or
a blend of the two. When a forecast is used to provide the guess field,
the optimum interpolation analysis is said to "update" the forecast
field in those regions where current synoptic data ére available.

The analysis scheme presented here is designed to update values of
temperature and-horizontal wind components at the grid points of a nine-
layeti:global prediction model (Stackpole et al., 1974) currently in
operational use at the National Meteorological Center (NMC). It is

multivariate; wind observations are used in the interpolative analysis
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of the temperature field and vice versa. Geostrophy, in the form of the
thermal wind relationship (as suggested bvaddy, 1973), is used to
determine the impact of one type of data on the other type of field.
Thus, a degree of méss—momentum balancing is provided by the analysis
that would not be present if the temperature and wind fields were

analyzed separately.

The theoretical basis for the multivariate analysis of meteorological
fields by optimum interpolation is outlined by Gandin (1963), and
Gandin and Kagan (1974). Multivariate analysis of geopotential height
was performed for a single grid point by Kluge (1970), who concluded
that the inclusion of wind information improved the accuracy of the

. height analysis.  Working . versions of multivariate analysis of

heights and Winds’on isobaric surfaces ﬁave beenvdevéloped by
Rutherford (1973, 1976), Schlatter (1975), and Schlatter et al. (1976).
Many of the design features of these two optimum interpolation schemeS';"
have been incorporated in the present system. An earlier versién of

the analysis system is summarized by Bergman (1976).

2. Formulation of analvysis €quations

Consider a regular grid of points in three dimensions (A, ¢; )
where current values of meteorological fields are desired; Assume that
"guess" values of the fields are known at each grid point. These guess
values might be provided by a numerical forecast (Kruger, 1969); by

climatological normals (Gandin, 1963), or by a suitable blend of the two.



Assume that there is an irregular distribution of observations of the
meteorological variables, for example temperature and the two wind
components, for which values are desired at the grid points. These
observations may be taken by a»heterogeneousvcollectipn of observing
systems, such as rawinsonde, satellite, aircraft, etc. The horizontal

location and pressure-altitude of each observation are assumed known.

Using bilinear interpolation in latitude-longitude and linear in
¢n(p) in the vertical, the values of the guess fields at each obser-
vation location may be determined, and the difference between each

observed value and corresponding guess value may be computeds thus,

A

Bie = Fax = Fag (2.1),
where %ik is this difference (or residual) for the ith observation of
the kth variable, %ik is the observed value, and %ik is the corres-
ponding guess value of the kth variable at the same location. When
more than one variable is measured by an instrument at a particular
location, each measurement counts as a separate observation.
Each observation is to some extent erroneous., ThuS?

%ik = Fix + eiks (2.2)

where F;; is the "true" value of the kth variable at the location of

the ith observation and ejx is the observational error. Similarly,

Fix = fix T eqk o

where

fix ¥ Fix — Fix (2.4)
is the difference between the true value of the kth variable and the

first guess at the ith location.



The true value Fgr of the rth variable at a representative grid

point may be estimated by
- m Tk
F =F

+ . F. .
gr Y kzl 121 2ikFiks (2.3)

where ﬁgr is the guess value of Fgr at the grid point, m is the number
of variables entering into the multivariate analysis of variable r at
grid point g, nip is the numbér of observations of variable k used in
the analysis, and aj) is the weight which the ith observation of type
k receives in forming the estimate of Fgr'
In general, the right-hand side of (2.5) will not give the true

value Fgy of variable r at the grid point but will differ by an amount

" called the analysis error. Statistical optimum interpolation requires

that the mean square analysis error E 'of (2.5),

‘ 2
Bar = [Fgr = Ty kZI 12 agp (Epct end 17 (2.6)

be a minimum, where the bar denotes an ensemble average over a large
number of grid point analysis situations. This requirement results in

the following set of equations:i
m

221 le [ lkfjg«l— flkejg+ elkf32+ elkejﬁ)ajx flkfg kfgr’ 2.7)

k= 1,2,.00,m &= 1,2,... 0.

If the weights ajq satisfy these equations, then'Egr can be re—expressed
in the form (Gandin and Kagan, 1974)
m Dk

Eér - fér‘— k-Z]_ iZl aik(fikfgr 1k gr} (2-8)

In (2.7) and (2.8), fgr is the difference between Fgr and %gr; see (2.4).



The set of equations (2.7) can be solved for the observational

weights ajy; provided the statistical covariances fikfjl’ fikejz’ etc.,

are known or can be estimated. Then the statistically optimum wvalue

of F__ is given by (2.5) using these weights, and the corresponding

gr

estimate of analysis error for For is provided by (2,8).

It is convenient to re-express equations (2.7) and (2.8) in

’ L
normalized form. Dividing each equation of (2.7) by lfii‘E;§)2 yields

k& Lk, 3 .
QZI 321( ij * Tijejk T31f1kT M3 %y Jl) i}

" Pig T Tgifik

kr rk

+ 17 e,
(2.9)

k= 1,2,..00,m 1= 1,2,.00,03

where
3
vy = (e 2)/(—112(%@1/2
= Gl G
ey = (52/E:0)%

and |
g * (55375;3)%aj2.

Division of (2. 8) by fgr gives

m Dk
2 2y = - - [k rk
/(f k211£1aik(pig TRt

gi ik

In order for (2.11) to give a meaningful reéult,

(2.10a)

(2.10b)

(2.10c)

(2.10d)

(2.10e)

(2.11)

the double sum must

be positive. This will be true provided the system of equations (2.9)



has coefficients which define a positive—definite matrix. Then it can

be seen from either (2.8) or (2.11) that the estimate of analysis error,

1
3

E__, is less than the root-mean-square error (f 2] of the guess value

gr gr
by an amount which depends on the weights ayx which the observations
used in the analysis received. In the event that no observations are
made in the vicinity of the grid point, the "analysis" error is just
the error of the guess value.
Three kinds of correlation coefficient appear in the equations
(2.9) for determining the observational weights. One Ofthese,DE§, is
the correlation of the error fik in the guess value at one location

with the corresponding error £, 6 at another location. The specification

j%
of this correlation is discussed in the following section. Another

correlation, n?%, is that of the observational error at one location

with the observational error at another location. This correlation is
discussed in Section 4.

The third correlation which appears in (2.9), r??, is that of the

error in the guess value at one location with the error in the observation

at another location. Since cbnveﬂtional observations are usually_ﬁade with
no knowledge of the forecaét or other guess value, T?? is usually zerokfor
them. Exceptionally, an error in the observing equipment (such as a bad
‘Baseline check for a rawinsonde) may bebpresent for several consecutive
observing periods and,;Since a forecast used as a guess depends on
previously bbServed data, may lead to nonzero.Tiﬁ. Certain types of-iemote
- sensors, in particular satellite radiometers, tend to produce "observations"
’ﬁhich define smoqther fields, with less amplitude, than exist in teality
(Desmarais,’g;!gl,;v1978).‘Forecast fields are similarly smoother than. the

true fields, thus the errors of these two quantities may well be spatially




correlated. The magnitude of this correlation, if any, has not been
determined. We follow Gandin and Kagan (1974) and assume that the

correlationstgﬁ are negligible, although we may not always be justi-

fied in doing so. With this simplification, :3}292;§§§1@2§ii§:5§§§ﬁ§;T;

n
? zl( ke nkls Jas, = pKT
2=1 j=1" 1ij ij ik &7 3% ig’
k=1,2,.00,m; 1 = 1,2,...,ny; (2.12)
and :
m Tk kr
2 — -
B2/ (£,2) =1 - kzl L, aieig: (2.13)

As stated‘previously, the NMC global analysis program analyzes
temperatﬁre and the two horizontal wind components multivariately.
Hence both auto-correlations of these variables and cross—correlations
between them must be specified.. We choose to impose a geostrophic con-
straint, in the form of the thermal wind equation, between errors of
the temperature and wind component guess fields. A more realistic
constraint éoﬁld be imposed, but the geostrophic constraint has the
virtues of simplicity of formulation and of proven satisfactoriness
in multivariate optimum interpolation analysis (Rutherford, 1976;
Schlatter, 22“25'371976)'

Let f, u, v repfesent the corrections to be made to theij%%ﬂ%ﬁiﬁﬁgfi

fields of temperature and the horizontal wind components respectively. In

other words, let t;, u;, and v; be the f£;; of (2.4) and following equations.



They are assumed to be interrelated as follows, in Cartesian coordinates:

3wy _

(ap i lpl(ay) (3.1)
3 GiR_ oe

[ hiN = T e— 3:2

“Here G is a "coefficient of geostrophy' as defined by (3.20), :

“R is the specific gas constant for air, f is the Coriolis

parameter, x and y are horizontal locationicoordinates described in the

next paragraph, and p the pressure altitude of the point 1i.

The horizontal coordinates b and Vi of an observation or grid

point are ‘defined in terms of its latltude QliandAlpngltude‘X ; as follows:

X{ = A mjy cos¢; coshy, : (3.3)

yi = A my cos¢; sindy, (3,4)

where A is the radius of the earth, and in- the Northern Hemlsphere,

2 M_A__._ AN
1 + singy

is the map factor, true at the North Pole, for a polar stereographic

my =

projection. In the Southern Hemisphere, the map factor is defined by

=2
e sin(-¢;) '

In each hemisphere, the approximate true earth distance is then

given by

~ 2 &
Asgy = ;ETQT‘- [(x; - X )2 + vy - j)z] | (3.5)




If points 1 and j lie on opposite sides of the equator, either the

., Northern or Southern Hemisphere definitions of m; and my and corresponding
definitions of Xis Vi Xy, Y4» are used but not both. Defi#iitions of

Uis Vi, Uy, V4 correspond in orientation with positive xj, Vi, X
— e

— e D
Although the analysis is actually performed at latitude/longitude grld

e V3.

_points. in order to provide initial conditions for the NMC global _model, it
is convenient to work with distances, directions, and velo,cvity vconr.tponents
in cartesian coordinates on a polaﬁ: stere‘ographic grid beééuse’ thg '
corre‘lation functions givén below and iﬁ the appendicés then aés_ume their

;,__;__‘_A~ . simplest form.

If (3.1) and (3.2) apply, then it may be shown that the covariances®
between two points, i and j, of the variables t, u, and v are as a con-

sequence related as follows:

- G:R —
— (u5ty) = 7 5(tst5) (3.6)

. d fnpyt 1 _f_i—yi
8 B

5 py (F1%3) T F; Ty (Fafy) (3.7
3 (T GiR=§ o
t,) = - =— —(t.t.) (3.8)
3 in Pi( i _']} fy oz~ i]
I Gk
) = -~ (t.t. .
3 n p. (tle) f. ox, v % J) (3.9
j J J
— G-G»KRZ: 2
82 I4 1] 3
)= v (et .10
5 2n pyBn pj “3) £1E; 0y;0y; (t5t3) (3.10)
52+ ey _ GiG'RZ’ 52 '
3 %n p; 84n p.k"l"J) £ £, B Bx, (£5%5) (3.11)
2 G,G.RZ: .2  —
REEET (ovy) - - &5 ayaax (e4t,) (3.12)
Py Pj ity V19%5
2
52 — GiG.R 52
—(viu;) = - - (T E)) (3.13)
3 in Py 3 n P 1] fifj Bxiayj i3
*Strictly speaking, Cov(a,b) = ab =~ a b, thus-the barred: quantities in
. (3.6) through (3.13) are covariances only if Ei = 0, —t—j = 0, etc., This

is likely to be approximately true for a large statistical sample, but

the analysis scheme does not require that such be exaetly the case.
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e ——

moreover that thev may be expressed as the product of a quasi-horizontal

~ function (at constant pressure) and a vertical functiomn, i.e.,

s tt tt
tj_tj = 1’)13 (Xi ,Yi; XJ ’yj}xij (Pi’Pj) (3.14)

and similarly for the other three-dimensional covariances. This assumption

mayrbe-criticized on the grounds that it tends to make the analyzed fields

- of corrections more barotropic than would be the case if fully three-

" ‘dimensional covariances were used. However, the direction and magnitude

of the slope of baroclinic systems (and presumably also corrections to
baroclinic forecasts) show a large variation in the atmosphere; any co-
variance function Whiéh was based on the "aVerage slope" bf-systems would
give misleading results in a large number of cases. Additionally, the
factoring of the covariance functions into horizontal and vertical
functions greatly simplifies their use in the analysis scheme.

If (3.14), (3.15), etc., are assumed, it is then possible to show that

t

all of the other y-functions can be expressed in terms of ¢§j and that all

uu . .
of the other y-functions can be expressed in terms of Xij' These functions
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may also be normalized to give the equivalent of correlation functions:

uFF, ugg, ete., correspondingftovwgg, wgg, etc., and v

1J ‘, \) ', etc.,

ij ]
t

corresponding to ng’ XE;, etc. The mathematical details are given in

Appendix A. Thus, if uz

tt ut
i

t
k|

of x4, vy, X35 V3 (or alternatively Ai’ ¢i’ Kj, ¢j) and py, Pj respectively,

and v?? are specified as differentiable functions

_then all of the other p- and v-correlations are automatically specified =

if the thermal wind relations (3.15 and (3.2) are valid. The total

correlations are then given. by

tt tt tt .
ut _ et udt
pij - u]-_j vij’ (3-17)

etc., and their use in (2.12) permits the deviations of the observed winds
from their guess, or background, values to influence the temperature
analysis to some extent, and vice versa.

Thére is a considerable literature on the form of the constaﬁtfpressure
j¢orfe1ati§ﬁlfuﬁgfion féf;géoéotéﬁtiélhﬁéigﬁt;téSiduélé;5:A>nétmé;:digtfiFf
bution form is used by Rutherford (1973, 1976) and Schlatter (1975) in
their multivariate analysis schemes. Alternative forms are suggested by
Thiebaux (1975, 1976) and by Julian and Thiebaux (1975),  We have followed

~Rutherford and Schlatter and used

tt
uij

= exp[- kh(Asij)z], (3.18)
where ky is a constant with dimensions [£72], and Asij is given by

(3.5), for the isobaric correlation function of temperatureresidualég which is
thus assumed to be isotropic and the same as that for geopotential height.

The latter assumption is supported by (27B) of Appendix B. Some pre-

liminary statistical evidence (Bergman and Gordon, 1977) on the isobaric
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component of the temperature auto—corrélation indicates that (3;185 with
ky = .98 x 10-% km~? models it feasonably well, Isopleths of this
correlation and of the other u-correlations derived, in Appendix A, from
(3.18) are shown for 45°N latitude in Fig., 1. These patterns are
essentially the same as the geopotential height and the
wind correlations of Rutherford (1973, 1976) and Schlatter (1975). They
are also supported approximately by the forecast-error correlation
statistics which have béen accumulated thus far at NMC.

The form currently assumed fof the vertical auto—correlation of the

u wind component is

Ve - L : (3.19)
1 + kyn? (p4/p4)

where kp = 5.0. This form was obtained from preliminary vertical auto-
correlation statistics for the wind components which, except for the

1000 mb correlations with other levels, showed approximate independence

‘of the statistical correlation profile with respect to the specific

pressure level p;. Later statistics (Bergman and Gordon, 1977) indicate
»that a larger value of kp may be appropriate, but the value used in the
analysis scheme was not changed for the.experimental runs discussed here. The
vzg auto—-correlation is assumed equal to the vz? auto-correlation in the
analysis scheme, and this assumption is well justified by the available

correlation statistics, The v-correlation functions are derived in

Appendix A and shown in Fig. 2.
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As shown by (36A) through (40A) of Appendix A, With the given

- choice of correlations (3. 18) and (3 19), the mean square error of the

wl

guess temperature field, t7, is a constant, and the correspondlng w1nd

|

component errors, ui and v

e

, are equal and a function of latitude only.

.Essentially, this is a result of ‘assuming that (22A) and (23A), the co—

variance counterparts of (3.18) and. (3.19), are hoth‘homogeneous functions,

iudependent of specific x,y,ﬁ‘location'in the'atmosphere andfdependent

'only upon the dlfference between the two p01nts 1nvolved

Actually, the mean square errors of the numerical predlctlons used

,for the guess fields vary both 1aterally and w1th pressure.v Statistics

compiled by Dey and Caporaso- (1979} show that the rms temperature error

varies laterallybby a factor of approximately 2, and the rms'vector wind

error by approximately 3, between the Northern Hemispehre continents and

the Southern Hemisphere oceans. Values of forecast error standard

deviation are shown in Table 1 as a function of pressure.: Both the former

and the latter values were obtained by comparing 6-hr forecasté?ﬁrdducedﬁ

by the global model with rawinsonde observaticna.

In practice, the analysis scheme assumes "local homogeneity," both

laterally and vertically, of the correlation functions and the implied’

variances for all forecast errors in the vicinity of the grid point and

pressure level being analyzed.‘ Since the maximum lateral distance between

an observation used for the analysis at a grid point and the grid point

itself is'lS?tlatitude, the assumption of lateral homogeneity is prohably

not a serious problem. Similar lateral homogeneity assumptions are made
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by Schlatter (1975) and Rutherford (1976) in their analysis schemes.
The assumption ofbvertical homogeneity may seem more questiénable in
view of the variability of the forecast errors shown in Table. 1, but
in practice,data'displacedbmorg than 2 mandatory levels away from the

analysis level are rarely used in analysis because the correlations at

greater séparatiqns are so small (Fig. 2)f The equating of ui and vi
is supported by Table 1.

It is possible to define factored covariance and correlation
' funétions Which imply spatially.variable variances; atlléast in the

vertical, but such functions have not been tried in the NMC analysis

scheme.
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measurements-and, in general, the errors of observations from differing
observing systems are uncorrelated. Also, the errors of measuring two
differentbmeteorological variables,‘even'if measured by the same instru-
ment, are unlikely to be corfelated. An example is temperature and the
u-component of %ind, both measured by the same rawinsonde. (Errors of
the u- and v-components of wind are uncorfelated provided the measured
errors of speed and direction are uncorrelated.)

The situation is different for a time sequence of observations taken
by the same instrument.: An error in an observation at one time is likely
to be related to the error at a proximate time. The available evidence
on observational errors bears this out. Rawinsonde observations at two
adjacent pressure levels using the same instrument are found to have
correlated errors (Hollett, 1975) for both temperature and wind components.,
The temperature observations obtained from satellite radiance measurements
have errors which are correlated.hQriantally éioﬁg a'éaﬁellite.oybital path
(Bergman, 1978; Schlatter and Branstator, 11978). Because of the way the
vertical temperature profiles are constructed from the =  'radiance

measurements, it is likely that these temperature errors are correlated

vertically t00,:éiiiﬁiﬁﬂL;jjxgwfwﬂémevidence is conflicting (Bergman, 1978).
For other observing systems in use at the present time, observations are

not likely to have significantly correlated errors, and we have so assumed

in the analysis'scheme until eyidence to the contrary is ayailatble,
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. In the analysis scheme described here, the vertical error correlations
of rawinsonde temperatures and winds, and of satellite temperatures, are
modeled with the functions shown in Fig. 4. The rawinsonde values were
obtained by fittiné curves of the form of (3.19) to Hollett's wvalues of
error correlation between mandatory pressure levels,uanﬂathefsatéllite
values from comparison with an analysis by C. Hayden (unpublished manuscript}.

The horizontal correlation of satellite temperature errors is modeled with

a function of the form (3.18) except thét kh'= 11.3 x 10=5 km™2. This
value was obtainedhby fittiﬁg a curﬁe to the Nimbus error correlation
statistics obtained by P. fdigér and J. Horodeck of NMC as shown in Fig. 5.
Similar horizoﬁtal:érrOr”éorrelation stgtistics.have'Beeﬁ obtained by

Schlatter  and Braﬁstator~(1978)l

. 5_._.‘Det’ér‘:ﬁiﬁat10n of "Ob'ser.’vati"onal errors

: Finally’”the_hormaliééd‘ébéervatioﬁalverror standard deviations (the
e's of (2312) mustvBé;specifiéd,for'eaéh type of observation and instrument.
The values given in Iéble\z Weré_used for the experimental analyses dis-
cussed in thié paper. fhese’Valuéé are aSsumed to bé indepeﬁdent of
Spatialﬁaﬁd‘temporal location, although it is recognized that this is an
oﬁersimplification. A ﬁéfe realistic treatment of obsérvational errors
appears iﬁ the éompahion paper (McPherson et al., 1979), ﬁherein the
errors of the forecast field used'as a;ﬁfirst guess" are allowed to evolve

in space and time through cycling of the analysis—forecast routine on itself.
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Note that the error characteristics of many of the observing

systems, old as well as new, are known only very approximately at best.

Studies are in progress at NMC (Bergman, 1978) and elsewhere to improve

the estimates of some of these observational errors..

6. Use of Surface observations in upper air analysis

Surface observations are incorporated in the upper air analysis in
the following way. Surface pressure residuals (differenced between observed
surface pressure and guess surface pressure) are converted to equivalent

geopotential height residuals by the following approximatécrelation:

RT

p
&z : 6.1
L5 (6.1)
. where Zl, is the equivalent height residual at pressure level:Pl, T is

the mean temperature of the layer between the surface pressure P, and
level Pl’ Po is the observed surface pressure residual, and ﬁo is the
guess value of surface pressure at the observing site. Thus far, we have
used only ship surface pressure observations for which we can set T = Tqs
the surface temperature. Otherwise,vit is necessary to make an assumption
about the thermal lapse rate between the surface and level Pl'

Assuming tha£ the geostrophic and thermal wind relations hold between
the residuals of geopotential_height and the temperature and wind component
residuals, it is shown in Appendix B that all of the new correlations

between height and the other residuals are expressible in terms of the

multivariate (t,u,v) correlations already derived in Appendix A. Thus,
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The thermal wind balancing implied by (3.1) and (3.2) is obviously

not applicable in the immediate vicinity of the equator. Thus, it is

_ necessary to gradually decouple the temperature and wind analyses as the

equator is approached. This is accomplished by means of the coefficient
of geostrophy G, a function of latitude.

In order to estimate the profile of this function, a brief study of
the geostrophicity of the wind in the tropics was conducted. A month's
worth of data for stations between 5°N and 35°N latitude was sorted into

three latitude bands (56N-15°N, 15°N-25°N, 25°N-35°N) and the mean ratio

of (V/VG) computed for’eaCh;}éEiEgQg,bﬁiiLm;‘ This was done by computing
the mean component of wind speed normal to the line €onnecting pairs of
observing stations and comparing‘this speed with the geostrophic speed
computed from the height gradient along the,line.cdnnecting the stations.
Certain restrictions wefe imposed on the data, namely that the stations
be separated by distances between 2° and 5° latitude, that the wind
directions at the two stations be within 90° " of each other, and
that the speeds of the normal components at the two stations be within

50 percent of each other; The computations were done for winds at 850,
500, and 200 mb. As there was comparatively i1ittle variation in.the

ratio (V/VG) with pressure, the results for.the three levels were combined

“and are plotted in Fig. 3 for the three latitudinal bands, Assuming that

this coefficient of geostrophy vanishes at the equator and approaches
unity at high latitudes, a functional form

G = V/VG =1 - exp(- .05|¢|), (3.290)
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where ¢ is the latitude in degrees, was fitted to the three plotted values.
This function appears in the observational scaling factors of (2.10e) and
has the effect of reducing the amount of correction made to one variable
field by cross—correlated observed residuals of another variable field.

The role of cross—correlated corrections to the analyzed fields is
worth discussing in more detail. First, it should be noted that, since
only correctione to the guess, or background, field are made using the
geostrophic thermal wind relation, any ageostrophic component of a guess
field Wili be found, to some extent, in the final analysis. Second, the
role of the geostrophy function, G, in reducing the magnitude of cross-
correlated corrections has just been noted. Finally and most importantly,
in practice the analysis is univariate, or nearly so, in those areas where
a fairly dense data coverage including both temperature and wind measure-
ments exists. The multivariate capability of the analysis scheme is
utilized primarily in those regions where data are sparse, or where data of
one type gre not complemented by data of the other types. An example is
satellite temperature data in oceanic areas where no wind data are gvailable,
in which case the u and v wind component analyses will be adjusted by
geostrophic corrections corresponding to the implied thermal gradients of

the satellite data.

b. Determlnatlon'of observatlonal error correlatlons

: It has been shown by Gandin et al. (1972), Bergman and Bonner (1976), and
Seaman (1977) that the correlation of the errors of nelghbqung observatlons'
affects the net infprmational,eontent of them. When obsefvational,errors

are poeitively correlated with each other, the informatiomal content is:
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freduced;fof,the ébéervéd variable Bﬁtxenhanced for the gradient of that
&ariable., Thﬁs,;it i§ importgnt ﬁﬁat £He error correlations, if non=
zero;“be specified inbo;der £of tﬁeSe observations to.receive proper
Weight:in the iﬁté?pqla;ibh pr§¢ess. |

Edr many pai}ings of oBservations,_ﬁe may safely assumé'that ﬁhe
obéervatidnal errorS’arevcompleteiy uncorrelated. Thus, rawinsonde

temperature measurements do not depend in any way on satellite temperature



18

thé Pl—ievel héight residuals may be used in the temperature and wind
comporient analyses provided their weights are scaied as indicated by
(2.10&). 1In fractice, we have set P1 = 1013;2 mb.,
Ship wind reports are included in the data base for the analyses after
Vbeing adjusted to approximate equivalent geastrophic values. The adjust~
ments are obtained from Druyan (1972) for the case of neutral static
stability and are
Ug = 1.91 U - 5.97, , (6.2)
with Ug; noti:permitted to be less than zero, and
A8 = - 17.3(U/Ug) + 26.5 + 0.04(L - 35), | (6.3)
where U is the ship wind speéd in knots, Ug is the equivalent geostrophic
wind speed in knots, L is the latitude in degrees, and A6 is the inflow
angle correction in degrees. These expressions for adjustment are based
on V, Cardone's 1969 model of the marine boundary layer which relates the
actuél wind at 19.5 m to the sea-level geostrophic wind. This adjustment
seems to work reasonably well in practice, and it is also used in the
multivariate analysis of surface pressure and winds (McPherson et al.,
1979).

The wvertical correlation function (3.19) which is alsc used for the
vertical correlation -0f.%,. decreases fairly rapidly in magnitude with
increased vertical separation; thus, the ship pressures and winds affect
the analysis mostly in the 1owerv1ayers and have virtually no impact on

the analysis above 700 mb.
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7. Some .-i,'l,;*sign> aspects of the NMC global scheme

a. Data search and selection procedure

A preanalysis program sorts the observed data by latitudinal
strips, and then by longitude within each strip. The data are not
sorted by level. |

The observation residuals are computed by linear interpolation
of the guess field from the longitude-latitude grid to the horizontal .
positions of the observations, and by linear interpolation in the logarithm‘/
of pressure from the prediction layers of the forecast model to the
pressure levels of the observations.

A search is made of the data about each grid point to be updated.
Successive boxes of approximately 15°, 20°, 25° and 30° latitude on a
side, centered on the grid point, are scanned until the following criterion
is met: A combination of complete radiosonde and satellite soundings is
¥9SEEEE§MWhiChW§§§§,Pp to 6{7wi§h egghﬁrawinsqnde counting as 2 and each
satellite sounding counting as 1. When either this condition is sa£isfied'
or the largest box has been scanned, the search stops, and the correlations
between the variable being analyzed at a grid point/level and each’obéer—
vation within the largest box scanned, i.e., the correlations appearing on
the right side of (2.12), are determined. Note that cross—-correlations
between variables as well as auto—correiations are computed. To allow for
the variable quality of observations, each correlation is divided by
(l+52), where & is the assumed normalized error standard deviation of the

observation. This procedure is done separately for each pressure level

at the grid point for which an analyzed value is desired, and it is done
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separately for‘eacﬂ of the variables to be gnalyzed. The 10:-observations
.ﬁith the highest resultingIValues in each caée are used to perform the
V.interpdlative aﬁalysis; The choice of 10 is arbitrafy; Belousov EE.élf
x (l972, pp. 101-102) indicates’that using five to eight observations ﬁay
be sufficieﬁt in most caseé; If fewer than 10 observatiqns are above
‘tﬁe aééigned threshold corrélation of 0.1, all are used; 1if there are
ﬁolobservations>wiﬁh éorrelgtion above this threshold, the guéss value
reméiﬁs,unaltéred by'the‘énélysis routine.k |

- - ,_\
The above procedure selects the observations used in the analysis

solely on the basis of their correlation with the variable to be analyzed
.at the grid point and level, with allowance for observational error. The
inter—observational correlations are neglected, and thus there is no
guarantee that the 10 observations selected are necessarily the 10 obser-
vations which would receive the largest weight should all observations be
used In thé analysis. An alternative procedure would be to do stepwise
regression on a larger set of observations than those actually used, but

this would be computationally expensive. v 7 ’ ' . o

~The effectléf large inter-observational correlations Between closely
IPOSitioné& observationS is to reduée the effective information cﬁntent"of
‘thes¢ obserVéti§ﬁs;‘éﬁa hence the weight as determined by (2.i2) that each
'receivesiin'deferminiﬁg thé gridkpoint correction. In an effort to correct
: approximateiy.fgf:this; an alternative version‘of the analysis was run
With aii crossfcorrélétions~augmented by aﬁ‘empirically determined 75 per

cent in the selection procedure only; This allows observations which are
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cross—correlated with the grid point, and usually at some distance from

‘either the grid point or other observations (hence only weakly correlated

with them), to be selected in prefetence to auto—gorrelated observations,
which are usually clustered close to the grid point and to each other in‘
areas of dense data coverage.‘ This procedure genérally resulted in

improved analysis, as measured by a reduced estimated analysis error, in

data-dense areas. In fact, various augmentations of the cross-correlations

were tried, and 75% produced the lowest estimated analysis error, given by

(2.13), overall.

C~

The data selection process is the most arbitrary aspect of the
entire analysis methed, and it is in need of Improvement provided such
improvement can be made without appreciably increasing machine time.

b. Computation of observational weights
3 fnce the correlations and the normalized observational errors of
(2.12) have been specified for the set of observations used to obtain an
analyzed value at a specific grid point and level, these linear equations
may be solved for the observational weightS'a’jz‘ Since the left-side
matrix of coefficients may be ill-conditioned for certain distributions
of observations relative to the grid point, we have chosen not to perform
matrix inversion but rather to use an iterative scheme, the method of
conjugéte gradients (e.g., Beckman, 1960). A similar fterative method,
steepest descent, is used successfully in the Canadian analysis scheme
(Rutherford, 1976). Convergence with the conjugate gradient method is
usually rapid. Ill-conditioned cases still occasionally lead to non-

convergence, a situation that usually is corrected by averaging the pair
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of obseryations which are most highly correlated with each other. However,
the number of cases where this occurs is a very small percentage of the

tohal,.,

The weights a’;, thus obtained are Gomverted to the weights ajy

normalized error estimate can never be -zero even in the event of an

by means of the definition (2.10c). The analyzed _

value of the variable r at grid point/level g is then obtained with (2.5).

When the observed variable and the qnalyzed variable are the same, the

scaling factor of eqn. (2.10e) is equated to unity, equivalent to

assuming that the variance f§2

of a particular grid point and level, although it may change when the

of the variable is constant in the vicinity

analysis shifts to another grid point or level.

The normalized estimate of analysis error, eqn. (2.13), is also com-
puted once the a{k have been determined. Its value, which depends solely
on the physical locations of the observations and the assumed correlation
among them, lies between zero and one. The smaller the normalized
estimated error, the more strongly the analysis has weighted the obser-
vations relative to the guess value fgr in determining the analyzed value.

Since none of the observations are ever assumed completely error—-free, the:

observation at precisely the analysis grid point and level. If, on the
other hand, no observations are significantly correlated with the grid
point/level, the guess value remains unaltered and the normalized erroy

estimate is unity.
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c. Data quality control

The observational data base for the analysis is subjected to
two error-checking routines in order to remove bad or unrepresentative
observations, The first of these is a gross error check, done after the
observation-minus—forecast residuals are computed but before the analysis
"routine is entered. A residual is rejected if it is excessively large,
i.e., differs froﬁ/the forecést by an improbably large amount. The gross
rejection limits are a function of latitude and are quite liberal, erring
in the direction of accepting bad observations at this point rather than
risking the rejection of good ones.

Subsequently, within the analysis routine, each observation is
compared with its neighbors of 1ike kind., If an observation is too in-
consistent with its neighbors, it is labeled "bad" and rejected. This
comparative check is done in the following way: The correlations p??
between all possible pairs of observations used for the analysis at a
particular grid point are computed in the analysis routine in order to
solve the system of equations (2.12) for the observational weights,
These correlations are also used to do the comparative check. For each
pair of - residuals - of the same meteorological variable, the following

inequality is required to hold:

k%i - f.] < [a - bpi?jc (7.1
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EWhgréfa{aﬁd}b‘are emﬁiricél constants (currentiy a==a6, andlb = 3),»
'and”& is_therfore;ast.error standard deviatipn‘for‘thé level aﬁ which
the,dbserVatiohé are located. 'Valués of. 0 currently used are given in
iTable_l-T If éo#dition:(7.i)'is’ﬁ6t met, the observations with the pre—:
}spmed i§ﬁér qualit? is flagged; if both‘dbservations,are of the same
"pgééuméd‘qualitf;»both are flagged. Presumed quality is currenﬁly
"féétérﬁiggd.for.rawinéénde s6undings bhly; 6n thé basis of vertical con-
.: éié£éﬁc§ cheéks.* ADePending'dn»the-outtome 6f this check, a quality
»,indicétér is assigned;fd each‘rawiﬁsohde observation.. Other kinds of.
";obéérvéﬁidns ére aééigned a Quality lqwer than'thaﬁ bethe acceptable
L raWiﬁéonde‘obServatiqn, qnd rawinsonde observations‘can only be flagged
By other rawinsonde»observations of equal or higher quality.

After ali éompariséns have been made, the total number of flags
‘;.éssigned each bbsefvafion is determined, and the bbservation with the
'greatest ﬁumber'of flags is rejected first, provided that the number of
flags is‘at léast fwo.‘ (if there is more than one obséryation-with the:
greatest number gf flags, they'ére.both'rejected.)‘ Aﬁy flags Whicﬁ the
rejected obéervéfion caused'torbe placed against other obséfvatipns'are

~removed, and the process is repeated until all remaining observations .=

*Quality indicators will be appended to satellite data produced by the .
Nafional Environmental Satellite Service (NESS) during the Global Weather

Experiment.



have no more than one flag. This Erocedure requiresvthat two or more
obser&ations of equal or’better’qeality must be in disagreement with an
observation in order for itvfd:begrejected;'and it‘insuresbthet bad
observations are not allowed to rejeet‘geod‘oﬁes. HIt works;Welllin
practice. .An example of the method is glven by Bergman (1978) The’
comparative check is done separately at each grld p01nt 8o it is poséible
for an observation to be accepted for the analysis at one grid»?dint and
rejected at a neighboring grid point, but the‘actual instaﬁces of this
are‘few, occurring when the accepted ebserQetion is peripheral to the grid
point and receives a very - small weight in the analysie.

8. An example of multivariate>analysis

Figures 6, 7, 8,7 and 9 Illustrate the multivariate analysis of
‘ temperature for the 500-mb level ;u g grid peoint In the North Atlantic _

Figure 6 shows the guess, or background, temperature field used for this
anglysis. In this case it was a 245hout forecast of 500-mb temperatures
valid at the analysis time of 0000 GMT 9 February 1975. The illustrative
grid point is at 50°NW latltude and 40 W'longltude,

FTigure 7 shows the 10 obsexved quantities selected by the routine
te update the Ty, @analysis at 50°N/40°W. Note that one u-component and
two v-components of wind are used in the analysis, and that they are
selected from levels other than 500 mb. This is a result of the vertical

' . ut vt , . ..
part of the cross correlations, pij and pij’ having maxima or minima at
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pressure levels other than 500 mb as shown in Fig. 2. The numbers in
parentheses are the relative weights (the aik’ of (2.13)) which each

observation receives. (2.13) gives a value of 0.60 for the ratio

W

Egr/(fgrz) . The dinterpretation is that the estimated analysis error
is 60 percent of the assumed error in the forecast temperature for this

grid point and level.

After the weights are scaled according to (2.10e), the analyzed
temperature correction as given by the right-hand term of (2.5) is
found to be 4.5°C. This is shown in Fig. 8 along with the field of
algebraic temperature corrections for the surrounding North Atlantic

 §3§§11 Finally, addition of these corrections to the background field
yields the updated analysis of Fig. 9. The temperature data observed
at 500 mb is plotted for comparison. However, it should be remembered
that the 500-mb temperature data do-  not comprise all of the data
used in ‘ the analysis. WNote that the isotherms fit the rawinsonde
temperatures more closely than the satéllite temperatures, a result of
the higher levels of rms error and error correlation assigned to the

satel}iterégta. )

Another example of the data selected for analysis of a grid ?oint/
level is shown in Fig. 10. Here, the 500-mb u-component of wind is
updated at 50°N/40°W by the indicated observed data. Weights are again
in parentheses. Note the use of two temperature observations multi-
variately in the wind analyses. In this case, (2.13) indicates that

the estimated analysis error is 82 percent of the assumed forecast error.



In practice, the teﬁpérature énalysis is univariate and the wind
component anélyses eithéf univariatekﬁr bivariate (in u,v) in. >7
regions where data of each type exists with sufficient density._ Such

“is generally,the case over the coﬁtinents of the'Northern Hemisphére.
In thesé regions, any balance which exists between the mass and
momentum fields is,determined by the data themselves. The full multi-
variate capability ofuthe analysis scheme is used only 'in those areas
where data»féfefspéfééf5¥ ,limited to one kind only, Tor example, the;é
may be abundant'satellité temperatﬁie data buf’né wind data in some |
oceanic areas. In the latter caée, a geostrophicvadjustment is made to
the momenﬁum field to preservé a degree of balance With the newly ad-

A jusfed mass fieid.' Otherwise, studies iﬁdicate that the effects of
. adjusting the mass field alone are largely dispersed in gravity waves
(Kistler and McPherson, 1975).
The lack of geostrophic adjustment imposed by the analysis scheme in

regions of dense, complete data coverage is believed to be a desirable

feature. It is better for the balance which exists in these areas to be

specified by the data in conjunction with the background field rather
than by an overly restrictive geostrophic constraint. FOn fhe other hand,
the analysis profits in data-limited regions from geostrophic adjustment
in place of no mutual adjustment at all.

9. A discussion of experimental analysis results

A series of experimental analyses were performed using the scheme

described above. The results are summarized in Table 3. The data base
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for these analyses consisted of observations within 3 h@uréﬂof 0000 GMT .
3 December 1977, and the background field was provided by a 6-hour fore-
cast using the NMC global medel (Stackpele et al., 1974) in its«ﬁine~
layer version. This forecast was selected from the middle portion of a
global data assimilation cycling experiment'GﬁcPherSonfgg_glA,'lQ?Q)
.With updating performed every 6 hours by optimum interpolatimn;

| For the present study, only the 500-mb analysis of temperature aﬁd
wind components was performed on -a longitude-latitude grid of'So;v How-
ever, the data search was three-dimensionaly; some-data‘at other’presSureé
were used in the 500-mb analysis. The analysis was restricted te the

Northern Hemisphere. .

The numbers of Table 3 ailbw'éomﬁériédﬁ'iﬁ'two‘ﬁayé; The fifét of

these is the normalized estimate of analysis error; that is, the square
root of the quantity given by (2.13). The second is the root-mean-~
square "fit" of the analysis, after linear interpolation to the locations
~of the observations, to the data. The latter number should emphatically
not be used as an exclusive measure of the "goodness" of an analysis!

A reasonable degree of agreemeﬁt between analysis and observations is to
be expected, of course, but it must be remembered that the observations
have been labeled "imperfect" and assigned error characteristics in
the analysis scheme. Thus, the analysis ;doéé*ﬁoﬁtgFﬁgﬁpF;to fit the
data exactly. Recall that the background field (the forecast) is
assumed to have some skill, hence it also has some weight in the final

analysis, the more so where the observations are scattered or are of
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questionable ‘quality. This point cannot be emphasized too strongly,
since the natural tendency of the uninformed person is to judge the

quality of an analysis solely on the basis of its rmsbfit to the data.

The normaliéed estimate of analysis error, while uséful, is by
no means a definitive measutre of. analysis quality either., SinCe it is
only an estimate based upon‘thevdistribution and type of oBservginné,
it will be misleading when (1) the assumed'statistical.error chéracteristics
have been specified incorreétly or (2)_the'unknown’agtual efrors of the
indiyidual observation$ differ markedly from the aésumed stafistical
values. Oﬁe can argue that, for a large ensemble of grid point'analyses,
the latter problem will be minimized When computing average values, but'
the former inacéuracy may still be presénti The:é?éCificatiéﬁ-of
oEservational error characteristics admittedly is somewhat crudé in thé
present scheme, and improvement is:désifablé. -Howéver,'somé evidence
given below suggests that the gnaleis resulfs‘afé nqt.unduiy %éﬁsitive'

to the exact specification of error characteristics. .

Other ways to evaluate the relative quality of analyses are (1) making
numerical predictions from the initial conditions defined by the analyses
and comparing their performances, and (2) using diagnostic methods such
as those of Krishnamurti (1968) and Stuart (1974) to evaluate the analyses.
The first of these is open to the criticism that the errors of an analysis
are combined with the errors of the prediction model, and that the "best"

analysis selected by one prediction model may not be the best in terms
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of another model. This suggests that the analysis and prediction methods
should be designed as a cohesive palr at centers, such as NMC, where
forecasts are the primafy end product,

With the above‘@&YééfS ~iin mind, we may proceed with a discussion
of TaBle 3. Run A is a null-analysis showing for comparison the .rms
fit to the data of the forecast used as the background field. Runs B
and C show the comparison befween the unaugmented and the augmented
cross—correlations in the selection prscedire as -described in Séction 7a.
It was founa experimentally that neither the estimated analysis errors
nor‘the rms differences varied significantly for augmentation up to
1.75, but that both increased markedly for augmentation of 2.0 or
greater. Examination of analyses produced by Runs B and C showsxgr;j‘j
little difference between the two in most areas.

Comparison of Run B or C with D shows that complete decouﬁling of
the temperature and wind analyses results in very small changes in the
statistics. The only significant difference is in the normalized
estimated aﬁalysis error for temperature, where some improvement is
indicated for the multivariate analyses over the univariate one. This

result is consistent With Schlatter's (}Q];lrconclusiog_gpgt the mass

analysis is improved by use of wind information, but that the momentum
gﬁaiYQié;is not improved by the use of mass information,' Rutherford
(1973) shows an improvement in 12-hr height forecasts made from multi-

variately'analysed_heighf and wind fields over those made from decoupled

fieldsﬁeven though the rms deviations of the analyses from the‘observed

;.data were virtually the same in both cases. We may surmise that,
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in the fully multivariate case, the mass field méy be in more realistic
balance with the momentum field, leading to improved forecasts.

The difference in the normalized estimatgd temperature error between
Runé C and D is slight apd comparison of - the two ﬁemperature aﬁalyses
shéws only small, subtle differences in some oceanic areas. Since the
maximum permissible cross—correlation between a temperature and Wind
residual is only 0.28, then, even when cross-correlated observations are
selected, they are likely to receive small Wéights compared to auto-
correlated data or the background field.

Although individual cross—correlated observations may receive little
weight in the analysis of a grid point/level, the possibility‘exists
that if enough of them.ére selécted, their combined weight may be
éﬁpreciéble. In order to see whéther the restrictioh‘to a maximum of
10 observations operates against sufficient comEined weight assigned,to
cross—correlated observations, Runs E and F were made with a maximum of
20 observations. Here, if can be séen‘that the difference‘invthe
‘normalized estimated temperature error is greater than between Ruﬁé éf
“and D. This result suggests that the usé of more observations results
in some improvement in the analysis,vprobably because fﬂe Cross—C6rrelated
- observations receive greater combined weight. However, note that the
rms‘différenCes are larger for 20 observationé than-for 10 obéervations,

although the reverse is true for the normalized estimated errors.
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' In Section 7a, it was’méntioned that the chﬁicé‘éf lOyobservations
as. the maﬁimum was arbitrary. Ruﬁé G and H, with 6 and 8_méximuﬁ qbser—‘
vations‘réspectively, investigate the feasibilityiof using fewer
pbservations. Compariéén'of these runs with Run C (10 dbservations)
and Run E (20 observations) indicates that the normaliZed.estimated
errors decrease as the maximum numbér of obServationé increéses, a
result implied by (2.13), butvthe rms differéncés sﬁow é’slight‘tendency'
to increaéé.: The bptimum number of observatibns is hot’clearly in&icétedv
by thesé results. |

Rﬁn i used only wind déta‘iﬁjtheitemperéturebanalysis; ;ndvqnly

témpérature data in the wind analysis. The normalized éétimaée&'éirors‘La
Véhoﬁ that the improvement in‘the analYéis‘is small (compare:RuniA) Bﬁf
is ;omewhat greater for thé.temperature analysis -than for thérwind |
anaiyéis. ThiS‘result indicates iﬁ-anothér way that the ability of
cross—corfélated data-fo improve the analeis‘is smgil at mbst grid

points.

P .

Runs J and K investigate the sensitivity of the analysés to changes
in the rms errors assigned to the observations. In Run J, the values
of Table 1 aré divided by 2; in run K, these numbers are multiplied by

2. 1In Table 3, the normalized estimated analysis errors are placed in

other runs. (Recall that these estimates assume that the error levels
have been correctly specified. They merely givenan eétimate of the
minimum analysis error achievable when the assigned observational error
levels are valid.) Comparison of the rms fits of the analyses to the
observations for Runs J and K indicate that changing the assigned rms

observational errors by a factor of 4 does not change the rms fit by a
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~ large amount. Coﬁparison of the analyzed residual'fields'themselvés
fnot shown) indicates tlose agreement‘pf the patterns of‘correction, but
with the magnitude of the Run J residuals averaging about 50 percent
greater than thosé of Run K. This is the expected result; the smaller
assigned observational rms errors of Run J_give'the,observations more
weight in making adjustments to the background fields. We concluder
that the aﬁalysis routiﬁe is moderately, but not extremely, sensitive
to the dbservaﬁional rms error values.

Finally, Runs L and M test the sensitivity of the analyses to’changes
in the horiéonﬁal correlation of errors in thezbéékground field. 1In
Rﬁﬁ L, the wvalue of kh in (3.18) has been reduced by a factor of 4 to
.24 x 1076 km~2. In Run M,'kh has been multiplied by 4 to become
3.92 x 1076 kmfz. The % correlation of Run L thus has twice the half-
 width of tﬁat df Run C, whereas for Run M the half-width is half of
‘Run C's. 'The other hbfizontal.correlations afé changed by like amounts.

- The rms fifs to the 6bservations (Table 3) show a moderately strong
_ dependence‘onythe variation of the horizonﬁal'correlations. Comparison
of the analyzed residualeields‘shows muéh broader, smoother cqrrectional
patterns wiﬁh Run L,than with Run M. Thus, the correct specification éf
the breadth of at least the horizontal éorrelatibns (and probably also‘
-the vertical corfelations) appearsbto be of some importance. Experiments
_thch vary the functiéﬁal férm of the correlations have not been performed
‘at NMC; however, an experiment by Schlatter et al. (1977) suggesté that

statistical analysis schemes are not wery sensitive to: this factor.
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The sensitivity of the analyses to variation of the correlation
functions for errors of the background fields is.dimportant because we
have determined these correlations only in a data-rich areas (North

Amefica) and have thus far assumed that these correlations apply every-

where on the earth. However, it is likely that the error correlatioms,

as well as the rms error levels, of the backgrouhd tforecast) fields are
appreciably different in data-poor areas or in areas of 1ower quality
data. Statistical computation of these correlations in éuch areas is
made diffjcult by the characteristics of the data available, but it is

hoped that they will be done in the future. Most likely, the correlation

‘functions will prove to have greater breadth in these areas than in the

North American rawinsonde network, since it is reasonable to suppose
that larger forecést errors in the longer meteofological wave lengths
will occur in the data-poor areas.
10. Summary

A mﬁltivariate optiﬁum interpolation statistiéal analysis scheme
for temperature.and wind fields has been‘presented and illustrated by
an example analysis. A series of,experiﬁental anaiyses haﬁe been com-

pared, and the sénsitivity»of the ‘analyses to variations in SOme of the

. parameters of the scheme has been discussed. The scheme is designed

to periodiecally éssimiléte‘heterbgenéoué ébserﬁed.data iﬁt@ a continuing
global numerical prediction, as’ described in the" comparison papef.

The design of the multiVafiatg_aﬁaiYsis“system is similar to those
of Rutherford (1973, 1976) aﬁa Séﬁlatﬁef (1975), buf_differé iq being

explicitly three-dimensions, in incorporating,geostrophy imp1icitly
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with the thermal wind constraint, in having . a more complete speci-
fication of observational error characteristics, and (in the experi-
mental version) in explicitly including oceanic surface observations
in the upper-air analysis.

The current procedure for selecting observations used in the
analysis of a grid point/level has arbitrary features, and Section 7
points out that this is one of the weakest aspects of the entire
analysis scheme. More logical ways of selecting observations are

available, but they are currently too expensive to be feasible for an

"~ Some future improvement in the

operational aiialysis system.
selection procedure may be possible Withoutjé?ééé&iﬂéﬁoperational time
constraints.,
. The results of the experimental analyses indicate the following:
(1) The use of temperature-wind cross—correlations results in
slight improvement of the temperature analysis but no
significant change in the wind analysis.
(2) The use of temperature-wind cross-correlations has more

impact on the temperature analysis if the maximum number

of observations‘usgd is increased.
(3) " Use of winds only in the temperature analysis, and vice-

over the numerical prediction used for the background

fields., - o ." i
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(4) The quality of the analysis. 7 is not very

sensitive to changes in the maximum number of observa-
tions used, so long as that number is between 6 and 20.

(5) The analyses are only moderately sensitive to the levels

of rms observatiomnal error sﬁecified.

(6) The analyses are - strongly sensitive to the half-

widths of the horizontal correlations of the errors in.
the predictions used for the background field,

In light of the first result, one may question the need for fully
multivariate analyses. Although the total impact of winds on the
temperature analysis is small, undoubtedly there is desirable improve-
ment in the relationship between the mass aﬁd momentum fields at

specific times and places. Since the mass field tends' to adjust to

the wind field for intermediate wave lengths in numerical preéi&figg%wrw
rather than the other way around (Williaﬁson, 1973), and since use of
temperature data in the wind analysis results in no overall improve-
ment, it may be more efficient not to use temperature data in the
analysis of the wind field.

vThe need for‘better specificatioh of observational error charac-
teristics has been mentioned. It appears, however, that slight errors
in the rms specifications will not have undue impact on the performance

of the analysis scheme.
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Finally, the need to specify the correlations of errors in the
background fields as a function of location and time is indicated.
The present assumptioﬁ that these correlations are globally unvarying
undoubtedly compromises the performance of the analysis scheme to

some extent in those areas, primarily oceanic, where the observed data

are sparse or of poorer quality.
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. Appendix A: Derivation of Correlation Functions for Multivariate

Temperature and Wind Analysis

gférting with equations (3.6) through (3.13) of the text, assume, as
in (3.14) and (3.15), that each of the three-dimensional covariances can: :
be expressed as the product of a function of horizontal position and a
function of pressure. Using this assumption in (3.6) through (3.13)
and separating each of the resulting eqﬁations into equations in

(xi, Yi» X yj) and (pi, pj) leads to

|
ut _GiRp tt
e _ oo (an)
le i 9yi (Ipij)
GsRy
I B
.. G:R
pE= LD (yFh (38)
: ij i %, 1]
1
. = LA (L0 B . G
_G;GsRZ o2 tt .
e (st st
ij ity Yi9¥4 - 1I
6{G3R? 32
e S AL (64)
13 fifj ox, 0%, ~ 11
G.G.R%2 .2
e e iy (Tl | (74)
13 flfj SYIBX’ 1]
oY)
vu _ GiGiR" 82 te) (8A)
ij fifj BxiByJ ij’ .
and to et 5 ut 5 vt
C. T W) T e XL (94)
X3 ~ b, 0 A (xlJ
tt 0 tu 9 tv
oL o= i) o= —Xs 10A
13 B, (x33 3q (i3 | (108)
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tt 32 qu) _ 52 va
ij quaqj ij aquQj ij

uv 52 vu
X..) = X (114)
aqiaqj 1] Bq.aqj( ’

i
where
q; = 4npy, 94 = In Dy,
and the other symbols are the same as in the text,
Since the Xij are functions of p; and Py only, and since they are
required to approach zero as the pressure separatioq Py - pj becomes

largey then (9A), (10A), and (11A) are equivalent to

Xps = Xow = XYY =X (124)
3 ij ij 1]
xgt = xyt = () - (134)
ij ij qu 1]
d ' ’ '
tu _ tv _ _Z ¢ uu
X3 7 Xy Bq.(Xij) (s
i
92 '
e = ) | (154)
ij aqiaqj ij

Thus, by means of the thermal wind relation and the factoring
assumption, all of the quasi-horizontal functions can be expressed in
tt . . . uu
terms of ¥ and all of the vertical functions in terms of ¥_..

ij 1]
In order to express these functional relations in terms of correlations,

define

tt _  tt tt
My = vig/ (o v

teys (164)

b

ut _ ut,(,uu ,ttys
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etc., for the quasi-horizontal functions, and

tt
Vig = X 3/ (&t tt] (184)
ut _ ut uu _ttyk
Y (xll 33) , (194)

etc., for the vertical functions. In the above, an "ii"

subscript
indicates the limit value of a function when j»>i, and a "jj" subscript

indicates the value when i+j. Clearly, the total correlations are given

by
it S I (208)
=% i3 Y43 Vij o
(e4%e4%) .
u.t.
1 .. _ut ut ut .
""Tf%’l P TV (214)
u.zt.z)/2 1] J J
173
etc.

The analysis scheme currently assumes that

i3 = C exp[- kh[ASlJ) T (224)

where C is a constant with the dimensions deg ., and that

¢

uu _ 139
ij 1+kpzn2(Pi/Pj)

1
B 2 [
Ikp(qg - ay)

(234)

If (22A) is substituted in (1A) through (7A) and the resulting expressions

normalized as indicated by (16A) and (17A), the results are

t
Tigs
1]

exp[- kh(ASij)z] (24A)

1s
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tt
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(264)

(274)

(284)

(294)

(304)

(314)

Similarly, substitution of (23A) in (12A) through (15A) and normalizing

as in (18A) and
wy
1]

ut -
v

ij
tu
v, .
1]
tt
V..
1]

(19A) gives

i3 (ZkP)‘"zn(Pi/Pj)(vij>

tv __ Y uu, 2
vij- (2kp) zn(Pi/Pj)(vij)

uu
)2

_ 5 uu
[1 - 4k, tn (Pi/Pj)Vij](ViJ

(324)

(334)

(344A)

(354)

Expressions (24A) through (35A) give the correlations currently used

in the analysis scheme and depicted in Figs. 1 and 2.
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When functional forms for w;; and xg? are assumed as in (224) and
(23A), functional representations of the mean square quantities t%, u%,

and ;?-are also implicitly assumed. Using (5A), (6A), (15A), and the

equality of x;? and—xYY in (12A),

ij

oo tt ottt _ ottt 3% ¢ uu

Bl T Vi Xqs T Vg "’—aqiaqj O leg (364)
I ' RAG 52
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For the choices (22A) and (23A) for W;; andfxz?, these expressions

yield
. , 2 =20k (394)
: : i P ‘
v and .
EE-= _E - 202762
uf = v 2¢ kh RZ2GZ /f . (40A)

that is, ti is assumed constant, and u% and Vi are assumed equal and a

function of latitude only.



Appendix B: Derivation of Correlation Functions for Use of Geopotential

Height Data in Upper-Air Analysis

Part 1: Height-temperature relationships.

Equations (3.1) and (3.2) of the text assume that corrections made
to the temperature and those made to the wind components are related by
the thermal wind relation., If, additionally, the geopotential height and

the wind components are geostrophically related, i.e.,

Gg 3
w= 22, (18)

where g is the acceleration due to gravity, and other symbolsrdféithe ' E

same as in the text, then, substituting (1B) and (2B) in (3.1) and (3.2),

it _ _ g 52z

Ix R 3qdx ° (38)
. _g s

dy R 3qdy °’ (4B)

where q = &n(p). If (3B) and (4B) are true, then the covariances between

two points, i and j, of the variables # and t are related as follows:

3 g 9
5, (4%3) = = R q.x, (242) (58)
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etc. Substituting these expressions in (5B) through (10B) yields
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. plus three similar equations in terms of derivatives with respect to
y; and vy Also»
t
X, = =%, (168)
1j aqy 1]
=t 3 Z8
= ce )y 178
J .
2
e . 9 (=8 (18B)

From (13B) through (15B) and the similar equatioms in ;o yj,

tg _ % ga
= -2¢7% + constant
‘pij R-le 2
etc., and, since the functions are required to appraach zero for large

separations of poihts i and j,

JEE o Bt ‘% 3t - B == (198)
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As in Appendix A, define

y :
EE = BB (BB, BE) 2 .
WgE = wij/(wiiwjj) , (20B)
tg  _ tt 22 L .
etc., as quasi—horizontal correlations, and
22 Z2 zz 28\ %
v & 22B
te s
v = _ 23B
ISR A Ui AR (238)

etc., as vertical correlations. Then

£ ZECZE

p,, = MLV, (24B)
1] i3 1]

pre = Bt (258)
1] ij lJ

etc.. To express these correlations in terms of correlations derived
. in Appendix A, note that, for any choice of l[)i?, (19B) gives

§EE = By e (26B)
i R® Y45

and similarly for ¢§§- Hence, normalization of (19B) using (20B),

(21B), etc., and (26B) gives

'Z'E> £t ts tt )
T, L = B
M1 i3 Mig T My (278)

For the vertical correlations, compare (18B) with (15A) of
Appendix A. Obviously,
e =, (28B)
ii ii

except for a constant term which we require to be zero. It follows that

vEE = YU (29B)
vtE = Vfgjt (30B)
vEE = yut (31B)
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Part 2: Height-wind relationships, -
The geostrophic relation between height corrections and wind
component corrections given by (1B) and (2B) leads to the following

covariance relations:
Gig 4

vizy = - ay1(zizj)§ (32B)
_ Jg 3
2iu; = - ( (33B)
Gig 3 ——
Vizj = ?i—-—ax—i(zizj), (34B)
— gl.g._?._ ) (35B)
%1V T £ Sx.(gizj ’
GiG- 2
. plus three more such relations analogous to (3.11) through (3.13) of the
text. Separating (32B) through (36B) into equations in (x.,v.:V:,V:)
1°-3°71°7]
and (pl,pJ) leads to
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Using (19B) to replace mij with mij in (37B) through (40B) results
in
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and similar relations for mﬁg, wz;, and wi;. Comparison of (43B) with

(1A) of Appendix A shows that
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and similarly for wi;, wz;, and wi?. Defining u~correlations as

previously, normalizing‘(44B), etc., and using (26B) then gives

puE = out (45B)
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From (42B) it immediately follows that
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Thus, all of the new correlations involving a geopotential height
correction are shown by (27B), (29B) through (31B), and (45B) through
(49B) to be expressible in terms of correlations already derived in

Appendix A for the (t,u,v) upper—air analysis.
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. TABLE 1. Mean Forecast Error Standard Deviation As A Function Of Pressure

S ae
’ Pressure T (oé) U ‘@ s ~1) YV (m s 1)

‘(mb) | |
1000 43 4.9 4.6
850 3.2 a2 4.1
700 22 4.3 | 4.0
500 2.0 - 4.9 4.7
400 , 2,1 5.7 5.6
| 300 2.6 7.1 6.7
. 250 | 3.4 C 7.5 7.2
200 3.6 7.3 7.0
150 3.1 ' 6.7 6.4
100 3.0 | 5.6 5.4
70 2.9 | 6.0 6.3

50 4.6 2.0 9.8




TABLE. 2. Normalized Observational Errors, €4

Variable RAOB ACRFT VTPR SATWIND

wr 0.5 0.5 1.0 =

R 0.4 s < 0,5




TABLE 3. Comparisoﬁ of experimental 500-mb analyses for 0000 GMT 13 December 1977.

In screening,

SR . RMS differences -
cross—=correlations

S HEERPTaE : Max. No. , ‘ from observed data
Run - D t : ipli i i . =c a
escrip 10p_ of obs. multiplied by Nor@allzed Estlmggeg Errors T(OC) ]VI.{mksec-l)
A 6‘hr;.predictibn . : » 8 - , S P ‘ 2
(background fields) - 0 : - . 1.0 , 1.0 1.85 13.97
B Multivar. (T,U,V) 10 1.0 | 621 .623 1.25  8.65
C  Multivar. (T,U,V) 10 1,75 616 625 1.26  8.65
D  Univar. T, Bivar. (U,V) 10 1.75 | .634 626~ 1.25 - 8.65
E Multivar. (T,U,V) 20 1.75 | .587 .594 1.30 9.13
F  Univar. T, Bivar. (U,V) 20 | 1.75 | .622 .602 o 1.27 - 9.14
6 Multivar. (T,U,V) 6 1.75 654 .euT 1.22 8.64
8 Multivar. (T,U,V) 8 1.75 : 634 .635 1.24 . 8.71
I (U,V) obs. for T Anal. : , S vl
T obs. for (U,V) Anal. 10 1.75 : .897 .932 1,76 14.04
J Multivar. (T,U,V) 10 1.75 (.561) - (.582) S 1.15 7.98
ob. errors halved : : : o - RO
R Multivar. (T,U,V) 10 1.75 (.736) C(.713) 1.38  9.73
ob.. errors doubled , :
L Multivar. (T,U,V) 10 1.7s C(.526) . (.469) C1.42 0 10.88
' 25k, ' - o . : ,
M Multivar. (T,U,V) 10 _ 1.75 E (.759) - ‘7 - (.788) 1.13 ' ,' 8.70

T
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Isopleths of lateral correlation functions computed from (244)
through (31A) with kh = ,98 x 107% xm~2. Correlations are of
variable point i with point j located at center of each diagram.
Tic marks along margins are at 300 km intervals.

Curves of vertical correlation functions computed from (32A)

‘through (354) with k, = 5.

Coeffiéient of geostrophy V/Vg, determined for 10, 20, and 30°N
latitude, and function G used in analysis. (See Eq. 3.25.)
Vertical error correlation functions for rawinsonde temperatures
and component winds, and for satellite temperature retrievals.
Lateral error correlation of satellite NIMBUS retrievals as a
function of separation distance S. Numbers in parentheses are
numbers of observational pairs used to compute correlation.
(Courtesy P. Polger and J. Horodeck, Development Division, NMC.)
Predicted 500-mb temperatures for 0000 GMI 9 February 1975.

Used as background field for optimum interpolation analysis.

The 10 observations used by optimum intefpolation routine in
adjusting 500-mb temperature at 50°N/40°W. Observational weights
in parenthesés. Circles are rawinsondes, diamonds are aircraft
reconnaissance with dropsonde, and stars are satellite VTPR
temperatures,

Corrections to predicted 500-mb temperafure produced by optimum

interpolation routine. Correction at 50°8/40% is 4.5°C.



10.

Analysis of 500-mb temperatures, 0000 GMT 9 February 1975.
Observed 500-mb temperatures shown for comparisoﬁ;

The 10 observations used by optimum interpolation routine in
adjusting 500-mb U component of wind at 50°N/40%. Symbols same

as Fig. 7.
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